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The aim of this course

• is to present the basic concepts of 
statistical analysis

• we will not go through the mathematics 
of statistical tests

• we will not show you how to do the tests 
on a computer

• but, we will go through some important 
principles, including generalization and 
the idea of the p-value



Quantitative research methods

• Is based on an accumulation of data 
from a limited number of variables 
within a sample of individuals (things)

• This entails uncertainty. 

• Statistical analysis gives a measure of 
part of this uncertainty



Descriptive statistics  (beskrivende statistikk)
- use of numbers for describing the main 
features of a collection of data (sample) on 
individuals (or things)  

Statistical inference  (induktiv statistikk -
statistiske slutninger) 
- use of numbers from a sample of data for
making inferences concerning some unknown 
aspect of a population where the sample was 
drawn from



A study of length of hospitalizations 
at two hospitals A and B

• Length of hospitalization measured as 
number of bed-days

• 50 hospitalizations registered for each 
of the two hospitals

• How to communicate the results?



1. 
 
 

Hospital A: 
5, 7, 2, 1, 13, 4, 9, 83, 17, 38, 4, 12, 22, 
50, 2, 1, 11, 9, 33, 7, 8, 3, 21, 9, 8, 15, 

2, 11, 7, 1, 3, 2, 17, 9, 11, 6, 8, 3, 3, 14, 
17, 4, 18, 9, 7, 7, 24, 11, 2, 8. 

 
Hospital B: 

9, 22, 11, 19, 17, 33, 8, 2, 17, 36, 42, 9, 
17, 7, 8, 4, 40, 11, 13, 7, 19, 8, 2, 6, 28, 
7, 6, 13, 14, 4, 12, 6, 5, 36, 16, 15, 19, 
9, 2, 12, 9, 30, 7, 9, 12, 14, 17, 22, 7. 

 



2. 
 
 
 
 

At hospital A the number of bed days 
ranged from 1 to 83 days. 

 
At hospital B the number of bed days 

ranged from 2 to 42 days. 
 



3.



4. 
 
 
 
 

Mean for hospital A: 
11.96 days 

 
Mean for hospital B: 

14.24 days 
 



5. 
 
 
 
 
The empirical frequency distribution at 
the two hospitals could be approximated 
by a chi-square distribution with 9 and 
11 degrees of freedom, respectively. 
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6.



“At least one-third of the patients at 
hospital B have more that 25 bed days”

“The patients at hospital B are staying 
longer in the hospital than at hospital A”

Requires representativity of the groups 
being investigated

Statistical inference



Number of subscribers



Number of subscribers



Empirical study

• Population
– the group of individuals or thing one wants to 

study

• Sample
– the part of the population where real data 

actually are collected
– needs to be representative for the population
– in principle should be drawn at random from 

the population

Study of total population (totalundersøkelse) – the 
complete population is being examined



A random sample
A sample is a random sample if all individuals in the 
population have had the same probability of being 
part of the sample. 
(actually: A sample is a random sample if all possible 
combination of samples have the same probability of being the 
final sample)

A stratified random sample is achieved by drawing 
random samples in subgroups of the population and 
then add these to one sample.
- gender, age, area of residence (polls)











Variable – what is measured in a study

• Nominal (categorical) variables
– Type of treatment (new / old  - type A / type B / type C)
– Gender,  Area of residence
– Social group,  Occupation

• Ordinal variables (may be ordered)
– Dose of treatment
– The amount of information given to a patient
– Age, height, weight, number of children in a family

• Observations
– The specific values of the variable being measured (i.e. man, woman;  

24 years of age, 29 years of age)



Ordinal variables
• Ordinal scale 

– Observations may be ordered (given a rank)
• Freezing, liquid, boiling temperatures

• Interval scale
– as above + same distance between each level

• Degrees Celcius

• Ratio scale
– as above + existence of a natural zero

• Degrees Kelvin



Translation of a concept to a 
measurable variable 
(operationalization) 

Examples:
• Quality of life
• Hope
• Fatigue
• Mobility of a joint
• Pain

Involves evaluation of:

• Validity

• Reliability



• Dependent variable – the variable that 
can be considered being “influenced” by 
other variables

• Independent variable – the variable 
that is “influencing” the dependent 
variable



Dependent – independent variable

Two problems: 

• Are there systematic geographical differences in how 
the social security offices organise the child welfare 
work?

• Do nurses working for the city spend more time on 
preventive health measures than physicians working 
for the city?

What would you define as dependent and 
independent variable for these two approaches? 



Why calculate descriptive 
statistics?

• To describe the distribution of the observations in a data 
set as well as possible
– a) to find errors in the data
– b) for simply describing the sample 

• To check whether an assumption for doing some specific 
statistical analyses is fulfilled, i.e.  
– a) whether a variable has a normal distribution
– b) whether the variance of the a variable is similar for two groups 

being compared

• Simply to explore the data in search of new and 
unexpected findings not related to a previous formal 
hypothesis (explorative data analysis, hypothesis 
generating analysis)



Descriptive statistics – main types

• Frequency tables

• Graphical presentation 

• Summary statistics



Frequency table

Number of children of 30 randomly chosen individuals aged 40-45 years in 
Hordaland, Norway

3, 0, 2, 0, 2, 1, 2, 3, 0, 3, 5, 4, 2, 3, 2, 2, 3, 3, 3, 4, 2, 0, 3, 1, 1, 2, 0, 3, 3, 2.
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Descriptive statistics

Summary statistics

– Measure of central tendency

– Measure of variation 



Measures of central tendency

• Mean
– Sum of all observations divided by the number of observations 
– Strongly influenced by extreme values

• Median
– The middle value in the distribution arranged according to size

• Mode
– The value that is most frequently observed 
– Little used, but is an intuitive measure 



Height of Norwegian women in cm

• 166
• 170
• 162
• 158
• 173
• 166
• 163
• 176
• 151
• 155

Mean = (166+170+ … +155) / 10  = 1640/10 = 164

Median: 151, 155, 158, 162, 163, 166, 166, 170, 173, 176

Mode : 166

164,5



Problem – measure of central tendency
A new drug for headache is tested and one wish to estimate 
the duration before the drug is taking effect.

15 individuals with headache is given the drug at a 
recommended dose and they are asked to report when the 
drug is taking effect.

These are the results in minutes from intake of tablet to effect:

21, 15, 2, 17, 14, 85, 19, 16, 340, 15, 12, 8, 45, 11, 19

Based on these data give an estimated time before effect is 
reached for this drug.



Measures of variability
• Range

– The distance between the lowest and highest value

– Strongly influenced by extreme values

• Standard deviation
– Gives the ”mean variation” around the mean 

• Interquartile range
– The distance between the upper and lower quartile



Standard deviation

• Two samples A and B

• A: 8  9 10 10 10 11 12

• B: 4  4  6  10 14 16 16



Standard deviation

• Two samples A and B

• A: 8  9 10 10 10 11 12, mean=10
sd=1.3

• B: 4  4  6  10 14 16 16, mean=10
sd=5.4



Height of Norwegian women in cm

• 166
• 170
• 162
• 158
• 173
• 166
• 163
• 176
• 151
• 155

Range: 176 - 151 = 25

Standard deviation:

(166 – 164)2 + (170 – 164)2 + … + (155 – 164)2

22 + 62 + … + 92 = 560

The square root of 560/9 = 7.9



Height of women in Hordaland aged 40-45 years



Height of women in Hordaland aged 40-45 years



Height of women in Hordaland aged 40-45 years



Height of women in Hordaland aged 40-45 years



Height of women in Hordaland aged 40-45 years



I know of scarce anything so apt to 
impress the imagination as the wonderful 

form of cosmic order expressed by the 
“Law of Frequency of Error”

Francis Galton 1822-1911



Normal distribution

• Many biological phenomena are normally 
distributed when measured. 

• The normal distribution is defined by a 
mathematical formula which is uniquely 
determined by the mean and the standard 
deviation. 

• For a given mean and standard deviation it is 
possible to accurately calculate the percentage of  
observations that falls between to values.





Probability

The probability for an event (A) varies 
between 0 and 1 and is 0 if the event cannot 
happen, and 1 if it surely has to happen.

P(A) = limn→∞#A/n

«The probability of A is the number of times A 
occurs in a sample of size n, where n is 
extremely large (infinity).»





Standard error
Standard deviation of the mean (SEM – sem)



Central limit theorem

If you draw a series of n samples from a 
population, then the distribution of the means of 

these samples will approximate the normal 
distribution as n increases (independent of the 
distribution of the original population) with the 
same mean as the original population and with 

a standard deviation equals to the standard 
deviation from the original population divided 

by the square root of n (standard error).



Treatment Placebo

Is difference between means caused by randomness, or is there 
a true difference?



Treatment Placebo

Is difference between means caused by randomness, or is there 
a true difference? Randomness. 



Treatment Placebo

Is difference between means caused by randomness, or is there 
a true difference? True difference.



Example of a statistical test I

• Problem: To what extent will a congenital 
heart malformation (non-cyanotic) influence 
the motor development of a child? 

• A study is performed where 18 children with 
congenital heart malformation are followed for 
observation of when the children first were 
able to walk. 
The mean age in months was 14.1



Congenital heart malformation and motor 
development – test II

• From large studies of normal children it has been 
shown that the mean age of children at their first 
steps alone is 13 months with a standard deviation of 
1.75 months.

• Based on the problem in question a null-hypothesis 
(H0) is defined:
– Children with congenital heart malformation has the same 

mean age when they learn to walk
– H0: µ = 13 months  



• Assume a normal distribution of the mean and 
assume that the H0 is true, then:

• Calculate the probability that a random sample of 18 
children has a mean “as far away from” 13 as 14.1. 
This is the p-value.

• If the p-value is small (less than 0.05), this means 
that what we have observed is unlikely to observe.
Self-contradiction. Reject the underlying assumption.

Congenital heart malformation and motor 
development – test III




